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ABSTRACT

The report covers the developed system which is lusoga speech to luo speech translation system.

that aimed, at developing a mobile application caned TRANSLAr.OR'~ that translates Iusoga

speech to luo speech andluo speech to Jusoga speech during a voice call,

Lusoga to luo speech translation system was developed to meet the main objective of translation

from lusoga speech to luo speech and from luo speech to lusoga.speech during a call.

The project utilizes the basic concepts of speech processing such as speech recognition and

speech. synthesis,

The main pushing factor for-this system Was language barrier and after development, the system

enables a musoga person to speak specified lusoga words and they are translated to luo and a luo

speaking person to speak specific luo weirds and they are translated to lusoga,

This aims at reducing. the Janguage gap between the lusoga language and luo Janguage thus
facilitating effective communication in the.socio-economic, political and cultural interaction.
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CHAP'i'ERONE

INTRODUCTION

1.1 BackgrouDd~

Language Is the most important form of comm unication; the words we use convey our thoughts,

emotions and .ideas. But unfortunately, not everyone has the same lexicon. Since the Tower of

Babel, the-use of different languages has caused division among peoples, and today more than

ever, businesses and individuals are seeking real-time translation services in. order to

communicate wifhpartners and customers.around the world.

Language translation is. the transfer of the meaningof a text Or speech from one language to

another for readership.Language translation. methods have evolved over the years and vary from

traditional human translation to machine translation to machine translation with a human

jranslation component. Various pre- and post-translation .editing techniques have also been

employed to increase the ..accuracy oftranslated text, Human translators use a variety ofthought

processes; skills and resources to interpret the meaning of ~ sentence and .communicate the

meaning of that sentence: in a different language. They are experts at the proper grammar,

idiomatic tum of phrase, -and specialty vocabulary areas, which. ensure a translation that will be

clearlyunderstood in the target language. Understandably, the-automation of this .human .process

has proven to be challenging and .costly, and to date the publication :of translated .documents

often requires the involvement of a human translator acting as an editorf l].

According to the 2()0$ edition of Ethnologue, there are 7,099 living languages in the world[2J.

According to the 2015 edition of Ethnologue, Uganda has .a total of 4 J living languages. A

living language is one that has at least one speaker for whom it is 'their first language; The

languages ·are concentrated 'in the regions of-Uganda 'as follows; Runyankole-Rukiga, Rutooro,

Runyoro, Rukonjo in Western Uganda, Luganda in Buganda region, Lusoga 'in Busoga sub-

region, Lugisu, Samia, Ateso, Kumam, Lunyole, Lugbara in Eastern region, Alur, Langi; Luo,

Katlmcjong, in Northern Uganda, among other local languages.

Majority of the local. people understand their dUlerent native Ianguages and they are wide apart

making communication between them. hard, therefore the invention of an automatic language

.1
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