
BUSITEMA UNIVERSITY

FACULTY OF ENGINEERING

DEPARTMENT OF TEXTILE AND GINNING ENGINEERING

MODELLING RING SPUN YARN PROPERTIES USING GENERAL

REGRESSION NEURAL NETWORK

BY

SSEMAKULA ISAAC

BU/UG/2012/1SS

SUPERVISOR: DR. NIBIKORA ILDEPHONSE

CO-SUPERVISOR: MR. SENDAWULA CHARLES

A FINAL PROJECT SUBMmED TO THE FACULTYOF ENGINEERING IN PARTiAl

FULFILLMENT OF THE REQUIREMENTS FOR THE AWARD OF BACHELOR OF

SCIENCE TEXl1LE ENGINEERING OF BUSITEMA UNIVERSITY

MAY 2016



DECLARATION
I SSEMAKULA ISAAC, declare that this report and everything therein was written by me and

me alone.

For this case therefore am held responsible for any mistakes detected in this report though I tried

to my level best producing the right one

Therefore I agree that this report has never been published or produced by anybody at any

University or any Institution of advanced learning in the whole world.

Signature Date: .

SSEMAKULA ISAAC

BUlUG/2012/155

SSfMAKULA ISAAC BU/UG/2012/155 TfX IV



APPROVAL
This project report bas been submitted for examination with approval from the following

supervisors: .

••• " , 11 .. ••• _ .. Date ,., .

DK NffiIKORA lIDELPHONSE

DEPARTMENT OF TEXTILE ANDOINNING

• ! , , , ..~ a :•• ~ ~ , .. Date ~ ~.. < ••••••••.•••••.••

MR. SSENDA WULACHARLES

", DEPARTMENT OF TEXTILE AND GINNING

$SEMAKULA ISAAC BU/UG/io12jlS5 TtX IV II'I ')" ,~,,,
! '.;1 t;l ~;.



ACKNOWLEDGEMENT
1 am so much grateful to God forthe success. of this project, His sufficient grace andprovision for
its. accomplishment.

1extend my sincere gratitude to Dr. Nibikora liedelphonse and Mr. Sendawula Charles for
serving as my supervisors and for providing encouragement and,guidance throughout my work
on this paper.

I greatly appreciate my parents, Mr. Ssemakula Charles and Mrs. Nazziwa Susan, my sister-and
brother who constantly provided mewith advice and. financial support.

Special thanks to Fine Spinners (lJ) Ltd (FSL) as well as Mr. Arinaitwe Innocent for the help and

guidance towards my research.

Finally, a very special expression of appreciation is extended to friends whose encouragement
made this effort possible.

SSEMAKULAISAAC BU/UGj2012/155 TEXIV mfPag8'



DEDICATION
I dedicate this report to my family which has worked restlessly to push me to this academic

'height. 'Especially my beloved dad Mr. SSEMAKUtA CHARLES' my, beloved mum Mrs.

NAZZIWA SUSAN SSEMAKULA

1promise-never to forget you, I will always be there for you in any circumstance' and I pray hard

that you always be around me jn any circumstance and.to continue rendering me your love.and

support,

SS£MAKULA ISAAC BU/UG/20,i2/1s5 rEX IV 'I'V f P ,~, ,., 1'--• ".A &-> ._



(/

ABSTRACT

Most textile firms use' the ring spinning system to spin yarn because-itproduces strong yam.

However, it is expensive due to extra work and labor e.g; carding, combing, drawing-and roving

formation,

'I'I
Also; the machine setting parameters can .affect the quality of yam and therefore there is need to

test theyarn quality. Textile firms have thereforeusedseveral methods and machines-to test for

yam quality e.g, visual examination, cut and weigh methods, gravimetric method, uster

technologies etc ..

Different instrumentshave been used e.g. Uster technologies, wrap reel to measure yarnlength,

Analytical Balance, Knowles Balance and Quadrant Balance to determine yam count etc.

However, these cannot.predictyarn properties,

Textile spinning firms ate thus faced to deterioration in their research capabilities in the last

yeats due to failure of the present.technology in predicting yam properties, otherwise, they can

use try and error method which increases the cost of production if results obtained are poor.

The aim of this. work is to model and predict the ring spun yarn properties (strength, evenness.

and imperfections). Yam Was therefore obtained through a series of experiments carried out at

Fine spinners (0) Ltd (FSL) in Kampala - Uganda. Yam produced was. used in developing a

General Regression Neural Network (GR'NN) to probe the yarn properties of 100% cotton.

This was done by the ring spinning system and the.parameters i.e. yam count, yam. twist and

spindle speeds were used"'as inputs for the GRNN model. The same. parameters were used' as

inputs for the linear regression and. the results compared to validate.the GRNN model.

According to the results, GRNN had better Ri, l~MSE' and SSE therefore rendering the GRNN

model a success and superior to linear regression 'models in predicting yarn. properties of 100%

cotton.

t ,
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CHAPTER ON.E:

1.1 BACKGROUND;

Ring spun yarn is produced by the ring spinning process. It is the oldest method. This process is

done by the ring. spinning frame. The basic purpose of the ring spinning frame is to attenuate the

roving. until the required fineness of the yarn is achieved.(Kle;;i,.200.1)

The ring, spinning system is widely used-and is the most popular form of spinning system. It

produces strong yam and it is expensive due to extra work and Labor e.g, carding; combing,

drawing. androving forinatlon.(T.Ro;ve .. 19.(4)

The machine setting parameters can affect the quality of yam and therefore there is need totest

the yam quality, Textile firms have used several methods and machines. to test for yarn. quality

e.g. visual examination, out and weigh methods, gravimetric method, uster test etc. (Saville,

200(})

Por several reasons, yam properties have been tested. These include; checking raw materials,

monitoring production, assessing final product, jnvestigation of fau lty material, and product

development and research. (Sav.ille, 2000).

Different instruments have been used e.g, Uster technologies, wrap reel to measure yam length,

Analytical Balance, Knowles Balance and Quadrant Balance to determine yam count, etc.

However, these cannot-predict yarn properties.

Since the past decade', artificial intelligent methods such as fuzzylogic, neural networks, chaotic

theory 'etc. have, emerged rapidly as alternative solutions for system modelling. In particular,

neural networks have been widely applied for empirical process modelling, especially for

nonlinear or ill-defined processes.(T~o Lion Seng,.2003)~ Neural networks such as' the multi-

layer feed-forward networks, recurrent networks etc. can be trained to associate input data to

output data.

The models are however not so efficient; therefore this study is to apply General Regression

Neural Network (GRNN) (Dirk Tomandt, 2001). The basic GRRN was published. in 1991 by

Donald F. Specht (Spec1,t 1.99.1) and reinvented by Schioler and Hartmann (1992). The GRNN is

'-'j SSEMAKULAISAAC BU/UG!2012/155 TEXIV
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